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Abstract

Inter-party communication is crucial in representative democracies, enabling in-
formation exchange and dialogue among political parties. Despite its importance,
research on this topic remains limited due to a lack of comprehensive conceptual-
ization and challenges in large-scale measurement. This article proposes a holistic
definition of inter-party communication as public communication by parties about
others with a positive, neutral, or negative stance, focusing on collaboration, policy,
or personal issues. To effectively measure inter-party communication, we introduce
a novel transfer learning approach capable of automatically classifying large vol-
umes of textual data. Two case studies on coalition signals in Germany and neg-
ative campaigning in Austria demonstrate its effectiveness. The study contributes
to our understanding of political discourse and the dynamics of party competition.
Our approach advances automatic text classification methodologies and opens new
avenues for studying political communication.
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1. Introduction

Inter-party communication refers to the exchange of information, ideas, and arguments

between political parties within a democratic system. In a representative democracy,

political parties play a crucial role in representing the diverse interests of the electorate

and facilitating dialogue and compromise among different groups. Effective inter-party

communication is, therefore, essential for ensuring that the political process is responsive

to the needs and concerns of the people. Observing communication dynamics between

parties and their elites helps the public to monitor and evaluate how well political parties

fulfil their representative functions and make informed electoral choices. Public communi-

cation with their opponents can also help parties achieve specific electoral and ideological

goals.

Despite its importance for representative democracy, there is little research with a focus

on inter-party communication. We see two possible explanations for this. First, there is

no comprehensive conceptualization of inter-party communication that covers all of its

specific aspects. Second, measuring and categorizing communication between political

parties on a large scale is quite challenging.

In this article, we propose a comprehensive definition of inter-party communication.

We define inter-party communication as public communication by political parties about

other political parties, with either a positive, neutral, or negative stance, for the purpose

of achieving specific objectives. This perspective is network-centric, in that parties are

connected by their inter-party communication signals and the public observes the commu-

nication addresses, either directly or through the news media. Furthermore, it is dynamic

as the directed and purposeful communication evolves over time. This conceptualization

of inter-party communication brings together several aspects that were previously de-

scribed in isolation, namely communication about collaboration, policy, and personal

issues. Two prevalent types of purposeful communication between political parties are

negative campaigning (see e.g. Skaperdas and Grofman, 1995) and coalition signals (see

e.g. Meffert and Gschwend, 2011). Negative campaigning is often used in inter-party

communication to try to sway voters away from the opposing parties. During campaigns,
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parties also often send coalition signals, clarifying with whom they do (not) want to

govern.

This conceptual definition calls for a powerful measurement approach that is able to

grasp the nuances and context of communication between parties. To collect data on

inter-party communication, we develop a new measurement strategy, a transfer learn-

ing approach, to automatically classify large amounts of textual information as directed

party elite communication. A ’transfer learning approach’ refers to a machine learn-

ing methodology that leverages knowledge and patterns acquired from a large corpus of

text to improve the classification of inter-party communication in specific data sources.

Previous research relied primarily on hand-coding strategies (e.g., Best, 2015; Golder,

2005; Haselmayer, Meyer and Wagner, 2019) or dictionary approaches (Bowler, McElroy

and Müller, 2022; Haselmayer and Jenny, 2017) to classify particular types of inter-party

communication. In contrast, our transfer learning approach is resource-efficient and more

fine-grained, able to distinguish the subtleties, context, and polarity within sentences, as

it is pre-trained on a large corpus of text. This is of practical importance because de-

termining whether “two parties try to form a coalition” has very different substantive

implications than identifying that “two parties do not try to form a coalition”. We pro-

vide a detailed outline of the steps required to implement a transfer learning approach

for applications to different types of inter-party communication.

We then showcase our approach with two case studies on negative campaigning and

coalition signals. In the first case study, we identify positive, neutral, or negative coalition

signals in newspaper articles about recent German federal elections. The evaluation of our

approach reveals the advantages of our method over existing dictionary and supervised

approaches for the detection of coalition signals. Fine-tuning a pre-trained transformer-

based language model gives higher recall and precision. A second case study on negative

campaigning in Austrian party press releases underlines this finding. Our approach can

be used to determine the party target and the stance towards this party in the data.

The two case studies illustrate how scholars can apply our approach when interested in

identifying targeted party elite communication about a specific subject in textual data.
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The paper makes several contributions to existing research on political communication

and party competition. Our conceptualization of inter-party communication allows for

subsuming different types of communication under a common umbrella, which up to now

have been mostly studied in isolation. Elections put parties into competition with each

other, which naturally results in the need to publicly negotiate different issues such as

coalition formation, policy positions and priorities, and the integrity of party elites. Our

proposed concept and measurement approach thereby opens up new avenues for future

research. The described method can be used by researchers to categorize inter-party com-

munication from various textual sources. This makes it possible to study new data sources

for testing hypotheses about inter-party communication. For example, under what con-

ditions are parties more likely to signal their preferred coalition partners to the public

(Golder, 2005)? Are media outlets more inclined to publish negative campaign messages

(Haselmayer, Meyer and Wagner, 2019)? This study further advances the field of auto-

matic text classification by demonstrating that fine-tuning transfer-learning models can

improve upon classic approaches, like dictionaries, but also supervised machine-learning

models (Barberá et al., 2021).

2. Conceptualizing Inter-party Communication

Public communication between various political parties is part of the larger phenomenon

of political communication and represents an important characteristic of democracies.

Following conventional definitions, we understand political communication as “purposeful

communication about politics” (McNair, 2011, 4). Political communication can occur

between or among three key actors: political elites (e.g., political parties), the media,

and the citizens (e.g. Dumdum and Bankston, 2022; McNair, 2011; Zaller, 1999). It is

driven by the goal of political parties and other political elites to gain public support,

the interest of the media in maximizing their audience, and the motivation of citizens

to hold political parties and other political elites accountable (Zaller, 1999). This article

focuses on political communication among political elites, or between various political
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parties more specifically, what we call inter-party communication.

Previous studies have paid surprisingly little attention to inter-party communication.

According to a comprehensive review of research articles published in leading communi-

cation and political science journals between 2000 and 2017, only 7.06 per cent of the

articles examined communication among political elites (Dumdum and Bankston, 2022).

Naturally, an even smaller proportion of articles focuses on inter-party communication.

The scarcity of empirical research in this field is also reflected by the lack of conceptual-

izations of inter-party communication (for an exception see De Nooy and Kleinnijenhuis,

2013).

We define inter-party communication as purposeful communication between political

parties. Specifically, following McNair (2011, p. 4), we describe inter-party communica-

tion as all forms of communication undertaken by political parties about other political

parties for the purpose of achieving specific objectives. Each instance of inter-party com-

munication involves a purposeful statement made by one party about another, with a

specific positive, neutral, or negative stance.1

More formally, we propose a network-centric perspective on inter-party communica-

tion, building on the work by De Nooy and Kleinnijenhuis (2013) (see also Kleinnijenhuis

and De Nooy, 2013; Song, Nyhuis and Boomgaarden, 2019, for a similar conceptual-

ization). This perspective envisions inter-party communication as a dynamic network

(Snijders, Van de Bunt and Steglich, 2010), consisting of various political parties (nodes)

and statements about other parties (ties) with different stance polarities (positive, neu-

tral, or negative). These ties are asymmetric, meaning each statement has a direction,

and reciprocity is not required. The network is dynamic because the ties between the

parties change over time.

Figure 1 provides an example of an inter-party communication network in a three-party

system at a given point in time. Here, Party A sends a positive message about Party

C, Party B makes a neutral statement about Party A, while Party C sends a negative

1As we understand it, stance is different from sentiment : The stance of an inter-party communication
event refers to the attitude towards a party, while the sentiment regards the overall tone of the
statement (see Bestvater and Monroe, 2023).
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Figure 1: Inter-party communication network in a three-party system

Party A Party B

Party C

Media

Citizens

+1

0

-1

Note: The arrows within the gray shaded square illustrate purposeful statements of positive (+1), neg-
ative (-1), or neutral (0) stance polarity between parties.

message about Party B. In this example, there is no reciprocity. This illustration also

emphasizes the interdependence of all three key actor groups in political communication,

including the media and the citizens. It shows that communication of parties reaches

citizens either directly or via the media, that media coverage influences political parties

(e.g., via agenda-setting) and that the interests of citizens shape media reporting, as well

as the communication between parties (see, e.g. McNair, 2011, Chapter 1).

Building on this understanding, we propose a comprehensive conceptualization of inter-

party communication, distinguishing between statements that convey a positive, negative,

or neutral stance with regard to collaboration, policy, and personal issues.

Collaboration refers to statements made by one party with the intention of expressing
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willingness or reluctance to cooperate with other parties. Positive communication may

include discussions about potential alliances or coalitions, negative communication could

involve rejections or refusal of collaboration, while neutral communication comprises cases

where a party declares that it does not seek, nor rules out, cooperation with another party.

Inter-party communication on policy pertains to statements about other parties’ pol-

icy positions, issue emphasis, prospective policy pledges, or retrospective record. Positive

communication may involve support or agreement on certain policies advocated by an-

other party, negative communication may criticize or highlight perceived flaws in rival

parties’ policies, while neutral communication expresses a neutral stance towards the

policies of other parties.

Personal issues relate to statements about individual representatives of rival parties,

including party leaders or candidates. Positive communication may praise skills, experi-

ence and achievements of individuals from other parties, while negative communication

may involve criticism, character attacks, or questioning the competence, integrity, or suit-

ability of individuals for public office. Again, neutral communication conveys a neutral

stance towards individuals of other parties.

It follows from this definition that inter-party communication has three inherent char-

acteristics. First, inter-party communication is purposeful : It serves the parties’ primary

goal of maximizing votes in elections. Accordingly, statements made by parties about

other parties seek to influence the voting calculus of citizens, for instance, by provid-

ing negative information about rival parties (e.g. Lau and Rovner, 2009), or by signalling

coalition preferences (e.g. Gschwend, Meffert and Stoetzer, 2017). As citizens learn about

party communications mainly through media coverage, parties have an incentive to make

newsworthy statements to attract media attention (Strömbäck, 2008).

Second, inter-party communication is directed : Each instance of inter-party communi-

cation involves a sender party and one or more addressee parties. While reciprocity is

not required (see above), empirical evidence suggests that attacks from one party often

lead to counterattacks from the other party, following a tit-for-tat strategy (e.g., Dolezal,

Ennser-Jedenastik and Müller, 2016).
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Third, inter-party communication is dynamic: It is continuously ongoing and can

change over time. This is because the logic of the electoral cycle influences public state-

ments by parties about other parties. For instance, government parties may speak posi-

tively about each other throughout the legislative term to promote government unity but

become more critical during election campaigns to win votes. Moreover, parties respond

to prior attacks or support from other parties, resulting in an evolving communication

network (De Nooy and Kleinnijenhuis, 2013).

Regardless of whether one considers collaboration, policy, or personal issues, inter-party

communication tends to be subtle and diffuse. This is due, in part, to the directionality

(lack of reciprocity) and dynamic nature (change over time) of inter-party communication.

An important requirement for the empirical measurement of inter-party communication

is, therefore, to be able to grasp the nuances and context of communication between

parties.

3. Existing approaches to measure inter-party

communication

Previous studies on specific types of inter-party communication focus on both, mediated

and unmediated communication channels. For example, researchers collect mediated

information from the news media, such as newspaper articles or TV news (De Nooy

and Kleinnijenhuis, 2013; Lau and Pomper, 2002). Other studies examine unmediated

communication channels, e.g., parties’ campaign ads (Damore, 2002; Walter and van der

Brug, 2013), press releases (Dolezal, Ennser-Jedenastik and Müller, 2016, 2017), election

manifestos (Curini, 2011; Dolezal et al., 2018), or social media data (Auter and Fine,

2016; Gross and Johnson, 2016).

One common method for studying inter-party communication is manual coding, where

human coders assess word choices and polarity to gain insights into how parties interact

(see for example Best, 2015; Curini and Martelli, 2010; Druckman, Kifer and Parkin,

2009; Elmelund-Præstekær, 2010). Manual coding allows for a thorough and systematic
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understanding of how parties communicate about each other. Researchers can develop

specific coding instructions tailored to their research questions, enabling them to gather

precise information about their area of interest.

Yet, there are several drawbacks to manual coding. First, it is a labour- and resource-

intense practice that requires multiple coders in order to ensure the reliability of the

results. Second, the data obtained through manual coding reflect only what the original

researchers intended to capture. This makes it challenging to apply the coded data to

study other research questions or to analyze different cases. As a result, the reuse of

manually coded data for new analyses is not straightforward.2

Hence, to efficiently collect data on inter-party communication, such a labour-intensive

and time-consuming approach may not be the ideal solution. This is especially true when

studying phenomena that recur in every election, such as negative campaigning or pre-

electoral coalition signals. It is, therefore, critical to develop new methods for collecting

these data in an automated manner that can be readily applied to new cases.

A promising new approach is the use of dictionaries, such as the one developed by,

Bowler, McElroy and Müller (2022) to detect pre-electoral coalition signals. Although

this dictionary currently identifies only positive signals between parties (indicating a will-

ingness to form a government coalition together), it represents a significant step towards

automating the study of inter-party communication as it can be applied to other cases

than the one under immediate study.

However, the use of dictionary approaches raises questions about their ability to meet

the requirements for a comprehensive measurement of inter-party communication. This

is because dictionaries cannot fully grasp the nuances and context of communication

between parties. Since the nature of political discourse is highly complex, understanding

the underlying meaning and implications of statements demands a deeper level of analysis.

In the next section, we propose a transfer learning classifier as an alternative approach

that addresses these challenges. Unlike dictionaries, transfer learning classifiers can cap-

2While manual coding is the most common way to investigating inter-party communication, there are
other approaches such as unsupervised topic models(Grimmer, 2010), supervised learning (Fowler
et al., 2020), or surveys among voters or party elites (Ketelaars, 2019).
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ture the nuances in party rhetoric, including the varying degrees of positivity, neutrality,

or negativity in statements, as well as the context in which they are made. This enables a

more fine-grained analysis of inter-party communication. Moreover, the transfer learning

approach enhances efficiency by reducing the labour-intensive process of manual coding.

It can rapidly process vast amounts of data from different sources, making it ideal for

studying inter-party communication across various elections and political landscapes.

4. A transfer learning approach for the classification of

inter-party communication

In this section, we will present our transfer learning approach and illustrate how it can

facilitate the collection and analysis of different types of inter-party communication. The

method we propose makes use of recent advances in the area of Natural Language Process-

ing (NLP), specifically, transfer learning based on pre-trained transformer-based language

models (Vaswani et al., 2017; Devlin et al., 2019). Instead of training a network entirely

from the ground up for a specific learning objective, these models are already pre-trained

on large amounts of data using a general learning objective.

Typical tasks for pre-training are the prediction of masked words in the text (Masked

Language Modelling) and the so-called “next sentence prediction”. For the first task of

Masked Language Modelling, around 15% of the tokens in the input text are randomly

selected and are “masked” so that the model cannot see them. The model is then trained

to predict probable slot fillers for the masked words. For the second task, the model

is presented with pairs of sentences, S1 and S2, and has to predict whether S2 is a

probable continuation for S1 in a natural language text. Through these tasks, the model

learns which words are more probable to appear in the context of other words and which

sentences are more likely to continue a certain text than others.

During pretraining, the model acquires general knowledge about natural language

structure and meaning. This knowledge becomes highly valuable when the model is ap-

plied as a new measurement strategy for inter-party communication. Because the model
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has acquired general language knowledge through pretraining, it requires less annotated

data for the actual task. This efficiency in data usage results in a more resource-effective

approach. This approach is referred to as transfer learning, where knowledge learned

through training on one task is transferred to solve another task, by using the model

parameters of the first model as a priori information when learning the parameters of

the second model.

To enhance the models’ performance on a specific downstream task, we can add a

fine-tuning step. In this step, we further refine the model parameters through supervised

learning, using a small set of annotated data. The prediction of any type of elite commu-

nication is conceivable. Below, we showcase this for (i) the prediction of coalition signals

in German newspaper articles and (ii) the prediction of opinion targets in negative cam-

paigning in Austrian party press releases. Political communication takes place through

diverse channels, including newspapers and TV news (mediated) and social media plat-

forms (unmediated). To ensure the validity and applicability of its findings in real-world

political scenarios, it is essential to demonstrate that the classification works for both

mediated and unmediated forms of communication.

Transformer-based models (e.g., Devlin et al., 2019; Liu et al., 2019; Yang et al., 2019)

have been applied to different areas of NLP so far and have been shown to increase

prediction accuracy for many applications. For our task, we apply and evaluate a well-

known transformer model, called BERT (Devlin et al., 2019).3 BERT is an auto-encoder

language model that learns to predict masked words in a text during pretraining. In ad-

dition, the BERT pretraining includes the task of predicting whether a sentence is a likely

continuation of another sentence. Both tasks help the model to acquire knowledge about

syntactic and semantic relations between the words and sentences in a large corpus. Our

implementation is based on the Huggingface transformers library (Wolf et al., 2020) and

PyTorch (Paszke et al., 2017). For more details on the training process, downsampling

and hyperparameter settings, please refer to Appendix A.

We now describe the different steps of our general approach. Various types of inter-

3We also tested two other transformer models, RoBERTa (Liu et al., 2019) and XLNet (Yang et al.,
2019), but obtained higher F1 scores on our data using BERT.
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party communication can be modelled similarly. First, we need to identify the target of

the communicated message (i.e., the target of negative campaigning or the recipient of

the coalition signal). Second, we need to determine the stance of the message towards the

target (i.e., whether the message takes a positive or negative stance towards the target

or whether the coalition signal is positive or negative).

To model this, we decompose the problem into two separate tasks and train a classifier

for each task. The first step consists of identifying sentences that contain a probable

target and predicting the target name (i.e., party name or coalition option). In the

second step, we learn to predict the polarity of the message (positive, neutral, negative).

The motivation for this decomposition is that modelling both tasks in one step would

result in numerous sparse label combinations of party name/coalition option + polarity

that are infeasible to learn for any machine learning model. Breaking down the task

into two steps reduces the number of labels and enhances the efficiency of training data

usage. Polarity determination in a message or signal should not rely on the specific target,

making this approach more effective.

We use the same transfer-based text classification model for both tasks where we present

the model with a sentence or text sequence and, in the first step, learn to predict the

target and, in the second step, to predict the polarity of the text sequence. We compare

our approach to a traditional supervised machine learning system, and we also include

a dictionary approach as a baseline for the performance evaluation. Figure 2 illustrates

the step-by-step workflow for the dictionary approach (left), the traditional ML classifier

(middle), and the transfer learning approach (right).

We now apply and test our new approach in two case studies for both mediated and

unmediated communication channels. In Case Study 1, we try to predict pre-electoral

coalition signals in German newspaper articles and in Case Study 2, we evaluate our

method on predicting negative campaigning in Austrian party press releases. We focus

on coalition signals and negative campaigning, as these are the most prominent types of

communication between political parties (see for example De Nooy and Kleinnijenhuis,

2013; Vowe, 2009).
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Figure 2: Three approaches to classify elite communication
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5. Case study 1: Identifying coalition signals in the news

In our first case study, we are interested in pre-electoral coalition signals. Following

Gschwend, Meffert and Stoetzer (2017), we define a coalition signal as a statement about

a party’s preference towards a possible coalition in which the party itself would be a

member. These signals can be observed in parliamentary democracies, where the forma-

tion of coalitions after the election to form a government is typically required. As such,

it may be regarded as an inter-party communication event that focuses on collaboration
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with either a positive, neutral or negative stance polarity.4

A coalition signal has three key components. These components include the sender,

which is the party expressing the signal, the addressee, representing the potential coalition

being addressed, and the statement’s polarity, which can be positive, neutral, or negative.

For a statement to be identified as a coalition signal, it is not required that the sender

directly speaks about the party’s preferences concerning a specific coalition option, but it

might also include the citation of (direct and indirect) quotes by a journalist. Sometimes,

the addressee might be left unspecified (e.g., when a party rules out a coalition with “any

left party”). In addition, we also consider a text segment to be a coalition signal if it

is not completely clear whether the identified statement about a potential coalition was

originally made by a representative of an involved party or merely by an observer, such

as a journalist, expert or another political actor. This includes cases when the statement

seems to be coming from a party as a whole, but it is not clear when or where that

statement has been made, i.e., when it is not possible to identify the source.

5.1. Data Creation and Prediction of Coalition Signals

To identify coalition signals in newspaper articles, we rely on three different approaches:

the dictionary approach of Bowler, McElroy and Müller (2022), a traditional ML ap-

proach, and our transfer learning approach.

As the first step in the process, we collect and clean the data (see Step 1 in Figure

2). The data we use in this study are German newspaper articles published prior to the

German Bundestag elections in 1998, 2002, 2005, 2009, 2013, and 2017. We include all

articles from two German daily newspapers5 that were published in a period of up to

four weeks (28 days) before each election (not including the actual election day). We

first identify relevant articles with coalition signals based on a keyword search (see Step 1

in Figure 2). Therefore, we used the following case-insensitive search query: ∗election∗

AND (∗coalition∗ OR ∗pact∗ OR ∗collaboration∗ OR ∗alliance∗).6 All relevant articles

4This is in contrast to the conceptualization of De Nooy and Kleinnijenhuis (2013), who only consider
pre-electoral coalition signals with positive stance polarity.

5These are the Süddeutsche Zeitung (SZ) and Frankfurter Allgemeine Zeitung (FAZ), which are con-
sidered to be two of the most important and influential German daily newspapers.

6The German translation of the search query is ∗wahl∗ UND (∗koalition∗ ODER ∗bündnis∗
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need to include a mention of a party or a coalition term, as well as a mention of a federal or

state election.

At the second step in the process, we set up the approach-specific preparations (see Step 2 in

Figure 2). Bowler, McElroy and Müller (2022) set up the dictionary that they use to identify

coalition signals in newspaper articles. This dictionary was designed to identify the presence of

a coalition signal but does not capture the polarity of the signal. The authors use a dictionary

with party names and terms indicating cooperation or coalition to identify sentences that might

include coalition signals. If a sentence includes a term signalling cooperation and a reference

to a coalition, it is classified as a coalition signal. To be considered as a coalition reference,

the sentence must include at least two mentions of different parties or a coalition option that

clearly identifies the parties participating in the coalition (e.g., “grand coalition” stands for a

coalition between CDU/CSU and SPD or a “Jamaica coalition” refers to a coalition between

the CDU/CSU, FDP and Greens).

In order to create a gold standard for training our classifier, we manually annotated newspaper

articles. The annotators first read the whole article and highlight all signals in the article.7 After

this initial step, all highlighted signals in the article are coded in chronological order. For each

identified coalition signal, we code the sender(s) and addressee(s) of the signal, so that each can

be attributed to one or more specific parties. In cases where this information is not explicitly

specified in the text, the instance is coded as unspecified. Moreover, the annotators identify and

code the polarity of each signal (negative, neutral or positive).

Then we create a dataset where we map sender and addressee information to undirected

coalition options (e.g., both, signals with SPD as sender and FDP as addressee as well as

signals with FDP as sender and SPD as addressee are mapped onto SPD + FDP). We find

742 instances of coalition signals in our corpus of newspaper articles.8 We observe 26 different

coalition options, of which only 15 appear at least 10 times in our data (see Table A2 for an

overview). When we also consider the polarity of the coalition, the number of different outcomes

(coalition option × polarity) increases to 58, rendering the prediction task infeasible.

As described above, we decompose the task of automated coalition signal detection in news-

paper articles into two subtasks. In the first step, we identify sentences that contain a coalition

ODER ∗zusammenarbeit∗ ODER ∗allianz∗).
7All three annotators were students of political science who received extensive training and followed

the instructions of a detailed codebook.
8When we distinguish between sender and addressee, the overall number of signals slightly increases.

14



signal and predict the coalition option (e.g., SPD + Greens). In the second step, we learn to

predict the polarity of the signal (positive, neutral, negative). By decomposing the task into

two subtasks, we can reduce the number of labels the model has to learn.

We model both subtasks as a sequence classification problem where we present the model with

a sentence and let it learn, i.e., predict the coalition option (including ‘none’) in the first step

and the polarity (positive, neutral, negative) of the respective sentence in the second step (Step

3 in Figure 2). As we only have a few instances for training, we use an n-fold cross-validation

(e.g., Neunhoeffer and Sternberg, 2019) setting, where we train the model on five of the six

elections and test the trained model on the unseen sixth election. We repeat this procedure six

times in order to obtain predictions for each of the six elections.

As an additional baseline of comparison, we follow the same cross-validation setup as de-

scribed above and train a supervised, feature-based machine learning classifier on our data.

Specifically, we use a Support Vector Machine (SVM) algorithm, which has been shown to ob-

tain good results for text classification problems.9 We pre-process our input data by tokenizing

the data and removing stop words. Then we create the feature vectors that are the input to

our SVM. For feature extraction, we use a “bag of words” approach and weigh the extracted

features, based on the term frequency–inverse document frequency (TF-IDS) weighting scheme.

During training, we perform Bayesian optimization over hyperparameters on the training set

in a stratified 10-fold setup, using Bayes search. Then we use the best parameter setting for

each training fold to predict coalition signals in our unseen test set. In the end, we collect all

predictions for the targets and the respective polarity for the six test folds and evaluate them

against the ground truth annotations (see below for the results of this evaluation).

We then apply both classifiers to the newspaper articles to provide us with sentence-level

predictions of coalition signals (see Step 4 in Figure 2). The dictionary method by Bowler,

McElroy and Müller (2022) does not encode the polarity of coalition signals. In contrast,

the transfer learning approach is able to differentiate between positive, negative, and neutral

coalition signals. Both methods, however, cannot distinguish between the sender and addressee

of a coalition signal.

After obtaining sentence-level classifications of coalition signals, it is necessary for many

applications to generate a summary of coalition signals in a particular election campaign or

9Previous assessments validated that the SVM algorithm consistently outperformed other supervised
classification methods in terms of performance for our application.
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text (see Step 5 in Figure 2). One potential aggregation measure of coalition signals was

introduced by Bowler, McElroy and Müller (2022) and indicates how often a coalition option c

is mentioned compared to all other coalition options before a particular election e. This simple

measure is defined as the quotient of the number of sentences that contain coalition signals

concerning coalition option c, ne,c, and the total number of sentences that contain coalition

signals (irrespective of the coalition signalled), Ne: θe,c =
ne,c

Ne
. As a relative frequency, this

measure ranges from 0 to 1. θ1e,c = 0 implies that there is not a single coalition signal concerning

coalition option c before election, e while θ1e,c = 1 means that all coalition signals are about

coalition option c. As this measure does not account for the polarity of coalition signals, we

refer to θ1e,c as salience measure of coalition signals.10

5.2. Evaluation

We assess the performance of our transfer learning approach based on the hand-coded German

newspaper articles, as outlined earlier. For our annotated dataset, we gather sentence-level

predictions from our transfer learning method, as well as the dictionary approach by Bowler,

McElroy and Müller (2022) and the SVM classifier, and evaluate these predictions against the

manual annotations. We use the precision, recall and F1-Score to evaluate the performance.11

The transfer learning predictions result from a 6-fold cross-validation setup, generating out-of-

sample predictions for each of the six test folds.

We present the results for four evaluation settings (A, B, C, and D), summarized in Table

1. In setting (A), we compare the three approaches at the sentence level, assessing the correct

prediction of coalition signals without considering coalition option or polarity. The results show

that our transfer learning strategy (40.9) outperforms the dictionary approach (32.1) and the

SVM (33.0). Although the dictionary approach has higher precision than the transfer learning

strategy, it definitely has lower recall (28.9% vs. 48.7%). The results show a higher F1 score

10An alternative aggregation measure that also considers the polarity of coalition signals could, for
example, be based on the log-RILE scale introduced by Lowe et al. (2011) for measuring party

positions: θe,c = log
npos
e,c +0.5

nneg
e,c +0.5

. This measure is defined as the logged quotient of the number of

sentences that contain a positive coalition signal concerning a coalition option c before election e,
npose,c , and the number of sentences that contain negative coalition signals concerning this coalition,
nnege,c .

11The precision is the ratio of true positive predictions to all positive predictions made by the model.
The recall is the ratio of true positive predictions to all actual positive instances. The F1 score is the
harmonic mean of precision and recall, providing a balance between the two metrics. A higher F1
score indicates a model that performs well both in terms of precision and recall.

16



Table 1: Results for the prediction of coalition signals in newspaper articles

(A)

Signal (yes/no)

(B)

Coalition

(C)

Coalition, polarity

(D)

Aggregation

Prec Rec F1 Prec Rec F1 Prec Rec F1 RMSE

Dictionary 36.0 28.9 32.1 81.0 37.7 51.4 46.3 21.0 28.9 0.0015

SVM 30.9 35.5 33.0 64.9 36.4 46.6 41.2 23.4 29.9 0.0024

Transfer 35.2 48.7 40.9 65.5 49.2 56.2 42.6 32.7 37.0 0.0010

Note: (A) Prediction of coalition signals on the sentence-level (signal: yes/no); (B) prediction of the
coalition option on the signal-level; (C) prediction of the coalition option and polarity on the signal-
level; and (D) prediction of the aggregation measure θ1e,c.

for our transfer learning approach (40.9) than for the dictionary approach (32.1) and the SVM

(33.0). Although the dictionary approach has a higher precision than the transfer learning

approach, this clearly comes at the cost of recall (28.9% versus 48.7%).

In settings (B) and (C), we shift the focus to the signal level. However, challenges arise

because hand annotations frequently span multiple sentences per signal, while predictions are

at the sentence level. By mapping predictions of individual sentences to corresponding signals,

we are able to evaluate the performance on the signal level. Setting (B) evaluates predicted

coalition options regardless of polarity while setting (C) considers both coalition option and

polarity.12 The F1 score in setting (B) is higher for our transfer learning approach (56.2) than

for the competing dictionary approach (51.4) where our approach again has a lower precision

but a higher recall. Results for the SVM are even below the dictionary baseline (46.6). In

setting (C), the accuracy as measured by the F1 score is again higher for our approach (37.0)

than for the dictionary approach (28.9) and the SVM (29.9). The transfer learning approach

accurately predicts 243 out of the 742 coalition signals in the data, whereas the dictionary and

SVM approaches only detect 156 (dictionary) and 174 signals (SVM), respectively.

Setting (D) extends the evaluation beyond the sentence- and signal-level by taking into ac-

count coalition signal aggregations. We compute the salience values for both the ML approaches

and the dictionary approach and measure the difference between the predicted and the true

salience values using the root-mean-square error (RMSE).13 The RMSE for our transfer learn-

12Arguably, setting (B) is a fairer comparison than setting (C) as the dictionary approach does not
model the polarity of coalition signals.

13The root-mean-square error is defined as follows:

√∑
e,c(θ

1,hand
e,c −θ1,prede,c )2∑

e,c 1 .
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ing approach is lower than that for the dictionary approach; yet, both values are fairly similar.

As a result, the salience values for election-coalition combinations predicted by our approach

are slightly closer to the true values than the salience values by the dictionary approach. The

error for the SVM, however, is notably higher despite obtaining a slightly higher F1 (Setting

C). This might reflect the lower precision of the model, as compared to the dictionary approach.

The null hypothesis for this test states that the two marginal probabilities for each outcome

(dictionary, transfer learning) are the same (i.e., there is no significant difference between the

predictions of our two models).

In sum, we find that our transfer-learning approach outperforms both the dictionary approach

of Bowler, McElroy and Müller (2022) and the SVM classifier on each of the evaluation settings

described above, as indicated by the F1 scores and the RMSE.

6. Case study 2: Identifying negative campaigning in

party press releases

In the second case study, we evaluate our approach for predicting negative campaigning in press

releases by political parties in Austria during election campaigns. Negative campaigning occurs

when a party’s “campaign will concentrate on the perceived weaknesses of their opponent’s

policy proposals, prior policy failures, and/or personal peccadilloes” (Lau and Rovner, 2009,

p. 286). Hence, negative campaigning can be thought of as inter-party communication about

policy or personal issues with a negative stance polarity.

6.1. Data Creation and Prediction of Negative Campaigning

To be able to study negative campaigning in the context of Austrian elections, we need to

identify whether a press release addresses a specific party and, in addition, whether the author’s

stance towards this party is positive, negative or neutral. Again, we compare the results for our

proposed transfer learning approach to a traditional feature-based SVM baseline and a simple

dictionary approach, as described below.

To do that we rely on a data set of party press releases provided by the Austrian National

Election Study (AUTNES) (Müller et al., 2021), which includes press releases issued by Austrian
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parties within a time frame of six weeks before the national elections in 2002, 2006, 2008, 2013

and 2017. The data contain the title, subtitle and the content of the press release, together

with some meta-information (such as the author of the release and their party affiliation).

After cleaning the data (see Step 1 in Figure 2), human annotators coded the author of the

release, their party affiliation, the issues or actors discussed in the release and the author’s stance

towards this issue or actor (support, rejection, neutral) (Step 2 in Figure 2). The data cover

nearly 10,000 press releases (see Table A7), coded for 425 different issues or actors, including

12 political parties. In our work, we focus on those press releases that target the four political

parties that competed in all elections during the respective time frame (SPÖ, ÖVP, FPÖ,

Greens) and assign all press releases that are not about one of these parties to the OTHER

class. As a result, we end up with a set of five target labels that we want to predict.

Once we know the target, we want to predict whether a press release conveys a positive,

negative or neutral stance toward this particular target. The prediction of stance, however,

is only meaningful for press releases with a target, i.e., that include (positive or negative)

statements about a rival party. We remove all press releases without a target (OTHER class)

from the training and validation set, assuming that there is no useful information for the classifier

to learn. For the prediction, however, we keep these instances in the test set and include them in

the evaluation, mapping their label to the negative class. This means that the results for stance

prediction are unrealistically low, which is not a problem for us as we are mostly interested in

the detection of negative campaigning. For the final evaluation, we rely on the predictions of

the target classifier to identify press releases that belong to the OTHER class and only use the

stance predictions for the remaining instances.

For the dictionary approach, we create a simple dictionary with party names to identify

relevant targets in the press releases (for details, see Table A8 in the Appendix). To predict the

author’s stance towards the target, we use Sentimerge (Emerson and Declerck, 2014), a large

sentiment dictionary with more than 15,000 entries. To prepare the resources for later use, we

remove all entries from Sentimerge where the sentiment score is zero. This reduces the number

of entries to 14,050. We also lowercase the text in the title and subtitle of the press releases

and remove stopwords.

Our setup for training follows the approach described above (Step 3 in Figure 2). Again,

we decompose the task into two subtasks, (1) predicting the target (SPÖ, ÖVP, FPÖ, Greens,
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OTHER) and (2) the author’s stance toward the target. We use the same model architectures

as before and train a traditional feature-based SVM classifier and a transformer-based transfer

learning model (see Subsection B in the Appendix for details on feature extraction and training).

As the data includes press releases for five elections, we run a 5-fold cross-validation where the

data for each election year is once used as the out-of-sample test set.

In the classification step (Step 4 in Figure 2), we apply our trained classifiers to the data in

the test set, following the 5-fold cross-validation regime. For the dictionary baseline, we use the

party name dictionary to look for relevant mentions in the title or subtitle of each press release

and label it as the target. If we find more than one party name in the release, we greedily assign

the target label to the first candidate.14 If no party name is found, we label this instance as

OTHER.

For polarity prediction, we iterate over the SentiMerge dictionary and look for entries that

occur in the press release. We then sum up the (positive and negative) sentiment scores for those

entries and normalize the result by the number of dictionary terms found in the text. Please

note that we count each dictionary term only once even if it occurs multiple times in the text.

As a result, we obtain a score for each press release, based on the sum of all sentiment terms

in the release. To predict the author’s stance towards the target, we determine a threshold for

positive and negative polarity. Therefore, we use a bootstrapping process where we repeatedly

draw 1,000 data samples with replacement, which gives us a distribution of the sample means.

We then take the 2.5 and 97.5 percentile of the distribution as the confidence interval and label

every press release with a polarity score below the 2.5 percentile as negative and every release

with a score higher than the 97.5 percentile as an instance with positive polarity.

6.2. Evaluation

Table 2 shows results for target prediction for the dictionary baseline (1), the SVM (2), and

the transfer learning approach (3). The last column presents the averaged F1 score over the

five folds for each election year. The dictionary approach outperforms the SVM in the first

two elections (2002, 2006) but results decrease over time. On average, the two baselines obtain

results in the same range (0.60 F1). For the transfer learning approach, we report averaged

14We also ran experiments where we included the content of the press release, however, results on the
development set decreased for this setting, due to a higher number of false positives.
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Table 2: Results for negative campaigning in Austrian press releases

2002 2006 2008 2013 2017 Total

Target

Dictionary 0.60 0.63 0.63 0.55 0.56 0.60

SVM 0.56 0.57 0.64 0.59 0.65 0.60

Transfer 0.73± 0.05 0.73± 0.04 0.76± 0.05 0.66± 0.05 0.70± 0.05 0.70

TransferE 0.76 0.78 0.80 0.73 0.75 0.76

Target + Stance

Dictionary 0.54 0.56 0.56 0.48 0.48 0.53

SVM 0.52 0.53 0.59 0.56 0.61 0.56

Transfer 0.67± 0.04 0.67± 0.04 0.69± 0.05 0.68± 0.05 0.68± 0.05 0.68

TransferE 0.73 0.74 0.76 0.69 0.72 0.73

Note: Results for the transfer learning approach are averaged over five independent runs with different
initialisations (± reports standard deviation). TransferE reports results for an ensemble classifier with
majority vote.

results over five different initializations. Our method consistently outperforms both baselines on

each election, with an average F1 score of 0.70. However, we notice a high standard deviation of

0.05 between models from different initializations. To address this issue, we apply a well-known

ML technique, i.e., ensemble learning (Dasarathy and Sheela, 1979; Dong et al., 2020), where

we consider the five models as an ensemble of classifiers and determine the predicted labels by

taking the majority vote over the classifier ensemble (TransferE).

Given that we already trained the individual models to report averaged results for different

initializations, all we have to do now is to collect the predictions made by the five models and

assign each instance the label that has been predicted by the majority of the classifiers. We

then evaluate the final labels against the manually assigned labels and report results in Table

2 (TransferE). As has been noted before, “an ensemble is often more accurate than any of the

single classifiers in the ensemble” (Opitz and Maclin, 1999, 169). This is also true for our setting

where we observe an improvement over the individual models for each of the elections, with an

average F1 of 0.76%.

Results for predicting both target and stance, are shown in Table 2, rows (5)–(8).15 To obtain

15Please note that we cannot report results for stance prediction alone as we removed the press releases
without a target from the training data and therefore need the combined labels to identify the NONE
class (press releases with no target).
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the final labels, we merge the target and stance predictions into one atomic label and evaluate

these labels against the manually coded classes. The dictionary approach performs poorly, with

an F1 in the range of 0.48 to 0.56%. The SVM yields slightly better results (0.52% – 0.61%

micro-F1). Again, the transformer-based approach outperforms both baselines on each individ-

ual election year, showing that the context-sensitive semantic representations are superior to

symbolic, word-count-based representations (i.e., the tf-idf features used by the SVM). Com-

bining the predictions of the classifier ensemble achieves best results and improves the averaged

results from 0.68 to 0.73% micro-F1, thus increasing the robustness of our prediction model.

7. Discussion

In this article, we explore a crucial but often overlooked facet of representative democracies:

inter-party communication. By highlighting its pivotal role in facilitating dialogue, information

exchange, and compromise among political parties, we underscore its significance in foster-

ing democratic processes. Despite its importance, inter-party communication has remained

relatively understudied, partly due to the lack of a comprehensive conceptualization and the

challenges associated with large-scale measurement.

Addressing these gaps, we propose a refined understanding of inter-party communication that

encompasses diverse dimensions, including collaboration, policy, and personal issues. Specifi-

cally, we define inter-party communication as public communication by political parties about

others, pursuing specific objectives, that conveys either a positive, neutral, or negative stance.

Thereby we bring together different strands of the literature that rarely speak to one another,

including spatial and issue competition, negative campaigning, personalization, and coalition

signals. This enriched conceptual framework provides a dynamic, network-centric view of pur-

poseful communication between parties, deepening our understanding of political interactions

and their evolution over time.

Our second contribution lies in the development of a novel transfer learning approach to

effectively measure inter-party communication at a large scale. By harnessing the capabilities

of transformer-based language models, we surpass conventional methods like manual coding and

dictionary-based techniques in capturing the subtleties, context, and polarity within sentences.

This approach is particularly valuable as it enables the classification of intricate concepts without
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necessarily demanding an excessive volume of training data.

The effectiveness of our approach was demonstrated with two case studies on negative cam-

paigning in party press releases and coalition signals in newspaper articles, which represent

particularly frequent and important types of elite communication. The two applications show

that our approach offers a powerful tool for researchers to analyse textual data on inter-party

communication from mediated as well as unmediated communication channels.

Our study has far-reaching implications for the study of political communication and beyond.

By providing a unified framework for diverse forms of communication, we can now subsume vari-

ous types of communication that were previously studied in isolation under a common umbrella.

This conceptual clarity allows for a more accurate assessment of parties’ communication dynam-

ics and enables us to uncover the broader patterns and strategies that drive party competition,

collaboration, and negotiation dynamics.

Moreover, it allows for a more accurate assessment of the impact of political discourse on

public opinion, electoral outcomes, and democratic processes. By shedding light on the full spec-

trum of different forms of inter-party communication, we provide researchers with a more nu-

anced view of the information environment of voters for making well-informed electoral choices.

This richer understanding of party dynamics includes information on policy positions, political

alliances, and the strategic underpinnings of inter-party communication.

In addition, the versatility of our measurement approach has broader implications for the

field of automatic text classification, advancing beyond traditional methods like dictionaries and

supervised machine learning models. The transfer learning approach for inter-party communi-

cation can be applied to diverse data sources from various communication platforms, including

press releases, social media postings, speeches, and others. The method can be extended to

explore a range of different research questions, such as the impact of inter-party communication

on voter behaviour and public opinion, the evolution of party strategies over time, and the

cross-national variations in party communication tactics.

Overall, this study bridges a critical gap in political communication research by enhancing our

understanding of inter-party communication in representative democracies. It illuminates the

importance of studying inter-party communication and offers valuable insights into how parties

strategically engage with each other. As the field of political communication continues to evolve,

our work provides a solid foundation for further investigation of the complex interactions that

23



shape democratic systems.

Data Availability Statement

The data and replication files supporting the results and analyses presented in the paper will be

available upon request from the corresponding author following the publication of the research

findings.
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Röttger. Wiesbaden: VS Verl. für Sozialwissenschaften pp. 69–86.

Walter, Annemarie S. and Wouter van der Brug. 2013. “When the gloves come off: Inter-party

variation in negative campaigning in Dutch elections, 1981–2010.” Acta Politica 48(4):367–

388.

Wolf, Thomas, Lysandre Debut, Victor Sanh, Julien Chaumond, Clement Delangue, Anthony
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Measuring Inter-party Communication: A
transfer learning approach
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A. Coalition Signals

Data

After cleaning the data, we end up with a corpus of 15,735 sentences from 342 newspaper
articles, of which each article includes at least one coalition signal (see Table A1).

Table A1: Summary of our data on the German federal elections 1998, 2002, 2005, 2009,
2013 and 2017

Year Newspaper Number of articles Number of sentences

1998
SZ 17 620

FAZ 54 2,516

2002
SZ 8 234

FAZ 21 684

2005
SZ 27 1,289

FAZ 34 1,476

2009
SZ 25 1,607

FAZ 44 2,109

2013
SZ 25 1,461

FAZ 34 1,746

2017
SZ 17 784

FAZ 18 1,209
Total 324 15,735

Note: (SZ: Süddeutsche Zeitung, FAZ: Frankfurter Allgemeine Zeitung).

Table A2 indicates the most common coalition options. The top three identified coalition
options are in fact the governments that resulted from the German federal elections between
1998 and 2017.

Training Details

Hyperparameters We used the following hyperparameter settings in our experiments. All
our models were trained with a maximum sequence length of 128 tokens per input sentence and
a batch size of 8. The batch size is a hyperparameter of our optimization algorithm, gradient
descent, that specifies the number of training instances to be presented to the model before each
parameter update. The coalition signal detection model was trained for 10 epochs. The number
of epochs is another hyperparameter of our optimization algorithm and specifies how many
passes through the training data the model has to complete during training. Due to its smaller
size, the polarity prediction model was trained for 6 epochs only, to avoid overfitting. The
learning rate was set to 1e-5. The learning rate determines the step size that the optimization
algorithm takes towards minimizing the loss function during training. We trained all our models
on a single GPU with 11GB RAM (NVIDIA RTX 2080Ti).

Downsampling The number of sentences in our dataset with and without coalition signals is
highly imbalanced. This is because the vast majority of sentences do not include any coalition
signal and are therefore labelled as negative examples for the phenomenon that we would like
to learn. Consequently, we use downsampling (also known as choice-based sampling) to obtain
a smaller dataset where the number of sentences with and without coalition signals is more
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Table A2: Distribution of coalition options that are mentioned at least 10 times in our
data (sentence level counts)

Frequency Coalition option
352 CDU/CSU + FDP
341 CDU/CSU + SPD
173 SPD + Greens
172 SPD + FDP + Greens
89 CDU/CSU + FDP + Greens
73 SPD + LEFT
67 CDU/CSU + Greens
66 SPD + LEFT + Greens
23 CDU/CSU + other
22 SPD + FDP
18 SPD + unspecified
13 FDP + unspecified
10 LEFT + Greens
10 FDP + Greens
10 CDU/CSU

evenly distributed. For each training fold, we randomly select negative instances, i.e., sentences
without a coalition signal, until the ratio of negative instances is N× the number of positive
instances, i.e., sentences that contain a coalition signal. We experimented with different options
for N and decided to set it to N = 2, as this resulted in a higher F1 score on a held-out subset
of the training data.

For the second step, we only trained our polarity prediction model on the ground truth
signals, i.e., the coalition signals detected by our annotators, ignoring all instances that are not
signals, to learn to predict whether the signal is positive, negative or neutral. The test data
includes all instances from the respective fold. To obtain the final prediction for each sentence
in our test set, we only consider sentences where our first model detects a coalition signal. Only
for those sentences, we also use the polarity prediction from the second model. As a result,
we obtain predictions that encode a coalition option and polarity for each sentence (including
’none’ for sentences where our first model did not predict a coalition signal) and evaluate those
predictions against the ground truth.

Data Augmentation

A well-known property of supervised machine learning is that, in order to work well, it requires
that the data points in the training and test sets come from a similar distribution. From Table
A3, however, we can see that the results for the transfer learning models show considerable
variation between different elections. Therefore, we now have a closer look at the results for
individual elections.

Figure A1 plots F1 scores for the three models for the individual elections. For each election,
we took 100 random samples (with replacement), where each sample includes 50% of the coali-
tion signals for this election. We then evaluate each model on each of the 100 samples, which
results in 2x100 data points for each election year. Based on these inputs, we draw a line plot
with a 95% confidence interval.

Figure A1 shows that our approach achieves substantial improvements over the baseline for
three elections (2002, 2005, 2009) while for the remaining elections (1998, 2013, 2017) the results
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Table A3: Evaluation of coalition signal prediction (F1 scores for coalition type + polar-
ity) on the signal level for each election (six-fold cross-validation setup)

Election Dictionary SVM Transfer
1998 30.04 29.88 30.45
2002 17.98 24.24 48.21
2005 27.12 37.25 41.96
2009 32.96 39.38 37.93
2013 36.26 21.65 40.17
2017 18.32 7.55 19.23
Total 28.89 29.90 37.01

for baseline and transfer learning are actually very close. The gap in performance between the
dictionary-based method and the transfer learning model is particularly large for the 2002
election, where the dictionary-based method predicted too many signals for a coalition between
CDU/CSU and SPD, while the actual data only contained six instances for this particular
coalition. Below are some examples where the model was wrong. It is striking that most of the
examples include the term Große Koalition which automatically triggers the prediction of the
aforementioned coalition type. Our ML-based models, which are sensitive to context, manage
to predict at least some of those examples correctly.

For the 1998 election, F1 scores for the baseline and the transfer learning model are also
very close. Here the baseline again overpredicts a coalition between CDU/CSU and SPD, as
the data contains many references to the Große Koalition.

For the elections in 2013 and 2017, the results for the two models are closer. This is most
probably due to changes in the distribution of coalition types in the data, which reflect the
emergence of new coalition forms that did not exist before. The so-called Jamaica coalition, for
example, only received newspaper coverage before the 2009 and 2017 elections. This is a well-
known problem for supervised machine learning approaches, for which we propose a solution
based on data augmentation, where we create synthetic data points for infrequent labels and
add them to the training data.

Table A4: Example for training data augmentation based on heuristics and a predefined
dictionary

Step Coalition type Example

1 SPD + FDP + Greens Einzig eine Ampel-Koalition mit SPD und Grünen
hat die FDP ausgeschlossen.

2 CDU/CSU + FDP + Greens Einzig eine Jamaika-Koalition mit SPD und Grünen
hat die FDP ausgeschlossen.

3 CDU/CSU + FDP + Greens Einzig eine Jamaika-Koalition mit CSU und Grünen
hat die FDP ausgeschlossen.

Our approach works as follows. We start with seen data instances in the training data and
define a list of coalition types that we want to predict (SPD + FDP, CDU/CSU + Greens,
SPD + LEFT + Greens, SPD + LEFT, CDU/CSU + FDP + Greens, SPD + FDP + Greens,
SPD + Greens, CDU/CSU + SPD, CDU/CSU + FDP, CDU/CSU + SPD + FDP). Please
note that the list can also include new, unseen coalition types.

For each coalition in the list, we create a dictionary that includes a set of coalition terms that
are used to refer to each of the coalition types, and also add the parties that belong to each
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Figure A1: Results for each model and election, plotted with a 95% confidence intervals
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coalition (e.g., for the coalition type CDU/CSU + FDP + Greens, we include the coalition terms
’Jamaika’ and ’schwarz-gelb-grün’ and party names: CDU/CSU, FDP, Greens in the dictionary;
for CDU/CSU + FDP + Greens, we include: ’Deutschlandkoalition’, ’schwarz-rot-gelb’ and the
parties: CDU/CSU, SPD, FDP).

Next, we iterate over the training data and check each instance for the presence of the
predefined keywords. If we find a keyword, we randomly select another coalition type from our
dictionary and replace the original keyword with one that corresponds to the new coalition term
(Steps 1 and 2 in Table A4). This allows us to create a new instance for a different label, based
on the original training example. However, such created examples are not always meaningful, as
the new keyword might be in conflict with the context of the sentence. In our example, the new
coalition term does not fit the party names. To fix this, we add a post-processing step where
we check whether the party names in the sentence match the ones in our predefined dictionary
and, if we encounter conflicts, we replace them with the correct parties (Table A4, Step 3).

Using this approach, we create an additional 1,260 synthetic training instances that help to
ameliorate the problem described above by adding data points for sparse coalition types. We
refer to this approach as Transfer-augmented.

Tables A5 and A6 show results for the dictionary baseline and for our transfer learning
approach without and with data augmentation. Overall, results increase from 37.0% to 40.0%
F1, now outperforming the dictionary baseline by 11 percentage points. Crucially, when looking
at results for individual elections (Table A6 and Figure A2), we were able to improve results
even for the elections where our original model struggles, due to sparse data for new coalition
types.
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Table A5: Results for the prediction of coalition signals in newspaper articles

(A)

Signal (yes/no)

(B)

Coalition

(C)

Coalition, polarity

(D)

Aggregation

Prec Rec F1 Prec Rec F1 Prec Rec F1 RMSE

Dictionary

approach
36.0 28.9 32.1 81.0 37.7 51.4 46.3 21.0 28.9 0.0015

Transfer

learning
35.2 48.7 40.9 65.5 49.2 56.2 42.6 32.7 37.0 0.0010

Transfer

augmented
31.6 54.2 39.9 66.2 55.2 60.2 43.4 37.1 40.0 0.0009

Note: (A) Prediction of coalition signals on the sentence-level (signal: yes/no); (B) prediction of the
coalition option on the signal-level; (C) prediction of the coalition option and polarity on the signal-
level; and (D) prediction of the aggregation measure θ1e,c.

Table A6: Evaluation of coalition signal prediction (F1 for coalition type + polarity) on
the signal level for each election (six-fold cross-validation setup)

Election Dictionary Transfer Transfer-augmented
1998 30.04 30.45 40.60
2002 17.98 48.21 46.55
2005 27.12 41.96 41.23
2009 32.96 37.93 43.55
2013 36.26 40.17 40.16
2017 18.32 19.23 25.45
Total 28.89 37.01 40.00

Note: Transfer-exp refers to the transfer learning approach where we trained the BERT model on an
expanded dataset with artificially created sentences.

B. Negative Campaigning

Data

Dictionary for target prediction baseline

Table A8 shows the dictionary used for our rule-based target prediction baseline. We iterate
over each text sequence in the data and search for dictionary entries and, if we find a match,
we consider this as our target and assign the respective party label to the text sequence. We
do a greedy search where, in case of multiple party mentions, we always use the first hit, based
on the assumption that the target of the press release will appear in a prominent position early
on in the text.
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Figure A2: Results for each model and election, plotted with a 95% confidence interval
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Training details

SVM baseline for target prediction We tokenize the data and extract bag of words features
from the press releases, including the title, subtitle and text body of the data. We weigh the
extracted features, based on their term frequency–inverse document frequency (TF-IDS). The
best experimental settings have been determined, based on a grid search on the development
set. We keep stop words and do not lemmatize the data. Then we apply χ2 feature selection
and keep the best 10,000 features for model training.

SVM baseline for stance prediction For stance detection, we apply the same approach as
above, with the following changes. We do remove stop words and lemmatize the data before
feature extraction. As before, we do χ2 feature selection and keep the best 10,000 features for
model training.

Transfer model for target prediction We use the pre-trained bert-base-german-cased

model from Huggingface and train 5 models with different initializations on our data. The
model learns to predict 5 labels (SPÖ, ÖVP, FPÖ, Greens, NONE). We extract features from
the title and subtitle of the press releases but do not use the text body of the releases. We
use the following hyperparameter settings (Table A9). We use early stopping, i.e., we evaluate
our model on the development set and stop the training process if we do not observe any
improvements in loss for 5 subsequent iterations (as improvement, we define a reduction in loss
by at least 0.01).
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Table A7: Distribution of press releases in the AUNTES data for different elections

year # texts w/target OTHER
2002 2,088 1329 759
2006 2,234 1403 831
2008 2,594 1627 967
2013 1,954 1191 763
2017 1,073 618 455
Total 9,943 6168 3775

Table A8: Dictionary for rule-based target prediction baseline

ID Party Keyword

1 SPÖ SPÖ

2 SPÖ Sozialdemokratische Partei Österreichs

3 SPÖ Sozialdemokratischen Partei Österreichs

4 ÖVP ÖVP

5 ÖVP Österreichische Volkspartei

6 ÖVP Österreichischen Volkspartei

7 ÖVP Neue Volkspartei

8 FPÖ FPÖ

9 FPÖ Freiheitliche Partei Österreichs

10 FPÖ Freiheitlichen Partei Österreichs
11 GREEN die Grünen
12 GREEN Die Grünen
13 GREEN die Grüne Alternative
14 GREEN Die Grüne Alternative
15 GREEN Grüne
16 GREEN Grünen

Transfer model for stance prediction Our setup for stance prediction closely follows the
one for target prediction, with the following modifications. We train the model to predict 3
labels (positive, negative, neutral). For feature extraction, we use the title, subtitle and text
body of the press releases. The hyperparameters are listed in Table A9.
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Table A9: Hyperparameter settings for the transfer learning approach (negative cam-
paigning) for target and stance prediction

Feature Target Stance
batch size 8 8
max. seq length 128 512
max. no. train epochs 50 50
learning rate 1e-4 1e-4
max seq length 128 512
early stopping yes yes
early stopping delta 0.01 0.01
early stopping patience 5 5

Table A10: Results for negative campaigning (target prediction) on the AUNTES data
set (transfer learning approach without ensemble classification)

Target 2002 2006 2008 2013 2017 avg. # support

Transfer learning approach

SPÖ 0.61 0.65 0.76 0.66 0.51 0.64± 0.09 1,633

ÖVP 0.72 0.75 0.71 0.55 0.70 0.68± 0.08 1,619

FPÖ 0.39 0.41 0.58 0.54 0.53 0.49± 0.08 375
Greens 0.66 0.57 0.65 0.45 0.38 0.54± 0.12 236
OTHER 0.81 0.78 0.80 0.74 0.79 0.78± 0.03 6,078

Total 0.73 0.73 0.76 0.66 0.70 0.70 9,941
SD ± 0.05 ± 0.04 ± 0.05 ± 0.05 ± 0.05

Note: All results are averaged over three runs. Support specifies the number of instances for each class
in the test data.
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